
Network Science Errata 
(2nd Printing)

Page Error Correction Clarification

Pg. XVII (Preface)
Finally, Sarah Shugars, R. Bharath, Susanne Nies, Harsha 
Gwalani, Jörg Franke, by communicating a series of typos, have 
helped make this print as error free as feasible.

Pg. 44,  Figure 2.1
Caption, last two sentences: Now only one node was left Now only two nodes were left

Pg. 53, eq (2.12) Line under N and above 2 in the second part Line under N and above 2 in the second part

Pg. 75, bullet no. 2 If the number exceeds p,    If the random number is less than p

Pg. 84, Figure 3.7, (c) Critical point
 <k>-1  <k>=1

Pg. 85, last title Critical point: <k>=1 (p = 1, Figure 3.7c) Critical point: <k>=1 (p = 1/N, Figure 3.7c)

Pg. 88, Figure 3.8 caption At  z  = 1 trees of all orders are present At  z = -1 trees of all orders are present

Pg. 91 end of last full paragraph: (Advanced topics 3.F). (Advanced topics 3.G).

Pg. 96, Fig 3.14 <C>=3/4 (p=0). <C>=1/2 (p=0).

P 116: Eq. (4.2) lm pk ~ γ lm k . ln pk ~ γ ln k .

Pg. 119 The probability of having a node with k=10 is The probability of having a node with k=100 is

Pg. 135,  Box. 4.5
In the white bubble under label A there should be NO LINE 
under γ=2 and before k_max~ N. 

Pg. 140, Box 4.7 defined degree distribution, like p ∼k -γ, shown in Figure 4.16a defined degree distribution, like pk ∼k -γ, shown in Figure 4.16a subscript k is missing from p.
Pg. 141, in Eq. 4.28 ηj  ηi The subscript should be I, not j. 

Pg. 169 The probability  P (k) that a link The probability  P (ki) that a link add ‘i’ in subscript to k’
Pg. 171. Figure 5.5 Let us assume that the first of the two G1

(t) network possibilities Let us assume that the first of the two G1
(2) network possibilities replace in superscript (t) with (2).

P 172, eq. 5.6 in the nominator replace dt with ki

Pg. 174, Box 5.2 Each millisecond (103 s). Each millisecond (10-3 s).

Pg. 177, 5.8 After. After [11] last line of the caption 

Pg. 180. 4th line  expect π(k) ∼ k expect π(k) ∼ k2 
Pg. 184, line 2 the more likely that a degree k node is at the end of the link. the more likely that a degree-k node is at the end of the link. 

Pg. 187 like those discussed in Section 5.7. like those discussed in Section 5.8. end of the second to last paragraph

Pg. 196, Eq. (5.43) 2p k
 = (k−1)p k −1

 − kp (k )= −p k −1 − k [p k−p k −1] 2p k
 = (k−1)p k −1

 − kp k = −p k −1 − k [p k−p k −1]

Pg. 213, Box 8.3 Box 6.3 From Fitness to a bose Gas Box 6.3 From Fitness to a Bose Gas

Pg. 213, Eq. 6.18

Pg. 217, line 2 the preferential attachment function (4.1) the preferential attachment function (5.1)
Pg. 217, line 11 If, in the Barabási-Albert model, we replace (4.1) with If, in the Barabási-Albert model, we replace (5.1) with

Pg. 217, Figure 6.10 A =0.0        A=7.0  A=7.0   A =0.0       The legend on the figure is incorrect.

Pg. 220, Caption Figure 6.12 Exponential Networks: r > r *(A) Exponential Networks: r  > r *(A)
Pg. 239, Eq. (7.9) Remove the + sign right before the first = symbol

Pg. 241, Box 7.2
For r < 0 the network is assortative, for r = 0 the network is 
neutral and for r > 0 the network is disassortative. 

0 the network is assortative, for r = 0 the network is neutral and 
for r < 0 the network is disassortative. 

Pg. 243, Eq. 7.15  ks (N ) - (〈k〉N )1/2 ks (N ) ~ (〈k〉N )1/2 

Pg. 280 Equation (8.7) helps us understand Equation (8.7) helps us understand Eq. numbers are boldface.

Pg. 282 (Advanced topics 8.C) (Advanced topics 8.D)

p. 283, Table 8.1 last line last column,  0.06 replace 0.06 with 0.16

Pg. 285
Indeed, if γ → ∞ then γ → ∞ them pk → δ (k − kmin), meaning 
that Indeed, if γ → ∞ then pk → δ (k − kmin), meaning that 

Pg. 287
Baran decided that the ideal survivable architecture was a 
distributed mesh-like network 

Baran decided that the ideal survivable architecture was a 
decentralized mesh-like network 

Pg. 290
Add a space before the last paragraph: The power law 
distribution (8.14)….

Pg. 291
The first paragraph should not be indented. It should start from 
the beginning of the line.

 Pg. 295 Given the complexity of the failure propogation model Given the complexity of the failure propagation model propogation à propagation

Pg. 300, Sect 8.7.2
The European power grid is an ensemble of more than 20 national 
power grids

The European power grid is an ensemble of 34 national power 
grids

Pg. 301, Figure 8.26 for attacks for the 33 national power grids for attacks for 33 of the 34 national power grids

Pg. 323 frequent use Zachary frequent use of Zachary 

Pg. 352
The Girvan-Newman benchmark consists of N =128 nodes 
partitioned into N =128 communities of size Nc =32 

The Girvan-Newman benchmark consists of N =128 nodes 
partitioned into nc =4 communities of size Nc =32 

Pg. 366, Eq. 9.23

Pg. 374, Eq. 9.45 In a nutshell, the first term of (9.59) gives In a nutshell, the first term of (9.45) gives 

Pg. 375 the percolation threshold (9.20) the percolation threshold (9.16) 

Pg. 393 characteric time characteristic time

Pg. 404 existence communities existence of communities

A complete graph with N = 16 nodes and Lmax = 
120 links, as predicted by (2.12). The adjacency 
matrix of a complete graph is Aij = 1 for all i, j = 
1, .... N and Aii = 0. The average degree of a com-
plete graph is <k> = N - 1. A complete graph 
is often called a clique, a term frequently used 
in community identification, a problem dis-
cussed in cHapteR 9.

Figure 2.6
Complete Graph

REAL NETWORKS
ARE SpARSE

section 2.5

In real networks the number of nodes (N) and links (L) can vary wide-
ly. For example, the neural network of the worm C. elegans, the only fully 
mapped nervous system of a living organism, has N = 302 neurons (nodes). 
In contrast the human brain is estimated to have about a hundred billion 
(N �1011ݖ) neurons. The genetic network of a human cell has about 20,000 
genes as nodes; the social network consists of seven billion individuals (N 
 and the WWW is estimated to have over a trillion web documents (109×�7ݖ
(N > 1012). 

These wide differences in size are noticeable in table 2.1, which lists N 
and L for several network maps. Some of these maps offer a complete wir-
ing diagram of the system they describe (like the actor network or the E. 
coli metabolism), while others are only samples, representing a subset of 
the full network (like the WWW or the mobile call graph).

table 2.1 indicates that the number of links also varies widely. In a net-
work of N nodes the number of links can change between L = 0 and Lmax, 
where  

is the total number of links present in a complete graph of size N (figure 2.6). 
In a complete graph each node is connected to every other node.

In real networks L is much smaller than Lmax, reflecting the fact that 
most real networks are sparse. We call a network sparse if L<< Lmax.   For 
example, the WWW graph in table 2.1 has about 1.5 million links. Yet, if the 
WWW were to be a complete graph, it should have Lmax ≈ 5x1010 links ac-
cording to (2.12). Consequently the web graph has only a 3x10-5 fraction of 
the links it could have. This is true for all of the networks in table 2.1: One 
can check that their number of links is only a tiny fraction of the expected 
number of links for a complete graph of the same number of nodes. 

(2.12)
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THE BARABÁSI-ALBERT MODEL 11

DEGREE DYNAMICS
SECTION 5.3

To understand the emergence of the scale-free property, we need to fo-
cus on the time evolution of the Barabási-Albert model. We begin by ex-
ploring the time-dependent degree of a single node [11]. 

In the model an existing node can increase its degree each time a new 
node enters the network. This new node will link to m of the N(t) nodes 
already present in the system. The probability that one of these links con-
nects to node i is given by (5.1). 

Let us approximate the degree ki with a continuous real variable, repre-
senting its expectation value over many realizations of the growth process. 
The rate at which an existing node i acquires links as a result of new nodes 
connecting to it is

The coefficient m describes that each new node arrives with m links. 
Hence, node i has m chances to be chosen. The sum in the denominator of 
(5.3) goes over all nodes in the network except the newly added node, thus

Therefore (5.�) becomes

For large t the (-1) term can be neglected in the denominator, obtaining

By integrating (5.6) and using the fact that ki (ti)=m, meaning that node i
joins the network at time ti with m links, we obtain
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